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Outline
Ionospheric plasma has system wide consequences for 
the magnetosphere.


Particle and electrodynamic energy inputs are critical to 
generating ionospheric outflows.


We have developed a new model that simulates how 
these inputs drive outflows.


The ionospheric outflow occurs at planets other than 
Earth.


Next steps



Ionospheric Plasma has System Wide Effects
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O+ and Reconnection

Ionospheric Plasma has System Wide Effects

larger, the effective k! 1=w for the reconnection process
decreases. Because the heavy whistler is mediating global
convection in the m̂h " 104 case, as the global convection
scale length increases, the global convection velocity
must decrease, throttling the reconnection rate.

The reconnection generates very different signatures
for the different m̂h. Figs. 2(b)–2(d) show the out-of-
plane By generated from the reconnection and the proton
flow vectors. The x line is located close to #x; z$ "
#10;%25:6$ in all three cases. Only a small fraction of
the total simulation is shown. The m̂h " 1 case shows the
usual quadrupolar structure generated by frozen-in elec-
tron flow [18]. For x > 45, the clean quadrupolar signa-
ture begins to change to a more complicated structure

with both positive and negative By due to the finite system
size. Because Vix is maximum at about x " 45, and for
greater x the slow-down of Vix causes a compression of Bz,
and the resulting Jy generates a By signature of the
opposite sign.

The m̂h " 16 case [Fig. 2(c)] shows signatures of both
the light and heavy whistler. For x < 40 a narrow band of
positive By associated with the light whistler is present. A
cut of By, Vix, and Vhx at x " 20 is shown in Fig. 3. This
By spike has a main length scale of about a di, which is
roughly consistent with the light whistler cutoff scale of
ds " 0:8 for this simulation. Like the usual two-species
whistler, the in-plane current generating this By is due to
counterstreaming parallel electron beams upstream and
downstream of the By perturbation. There is a long tail of
By upstream of the spike (z >%23:5) in Fig. 3(a), though,
which is not present in the two-species case. The proton
outflow shows a peak on the symmetry axis like the two-
fluid case, and its velocity is much larger than the O&

velocity.
The quadrupolar By becomes dominated by the heavy

whistler for x > 40 in the m̂h " 16 case. The By signature
broadens out substantially because dh " 5 for this simu-
lation, and the current which generates it is carried by
both the ions and electrons. Figure 4(a) shows comparison
slices for the m̂h " 1 and 16 cases at x " 55:0. The main
positive By spike is substantially wider in the m̂h " 16
case, although it is not 5 times wider as might be expected
from a comparison of dh to di. The x velocities reveal
another key signature, as shown in Fig. 4(b) for m̂h " 16.
The parallel ion flows from the heavy whistler associated
with By lead to a negative Vix at about z " %17. Also, the
ion flow no longer is maximum at the symmetry line, but
instead peaks off axis at around z " %20:5. On the sym-
metry line, Vhx is somewhat larger than Vix. Vix is about 4
times slower in the m̂h " 16 case than in the m̂h " 1 case.
The off axis peak of Vix and the substantial negative Vix
(about 1=3 of maximum ion outflow) do not occur unless
the heavy whistler is active.

In the case with m̂h " 104, the heavy ions are immov-
able and the heavy whistler is dominant at the global
scales in the simulation as seen in Fig. 2(d). The main
peak of By is quite wide, and there is a nonzero By out to

FIG. 2 (color online). (a) Reconnection rates. (b)–(d) By with
proton flows, (b) m̂h " 1 and t " 500, (c) m̂h " 16 and t "
650, (d) m̂h " 104 and t " 650.

FIG. 3. For the O& case, a cut along z at x " 20:0: (a) By and
(b) Vix and Vhx. The vertical dotted line is the symmetry axis
(z " %25:6).

VOLUME 93, NUMBER 17 P H Y S I C A L R E V I E W L E T T E R S week ending
22 OCTOBER 2004

175001-3 175001-3

With O+

No O+

Shay et al. [2004]

R
ec

on
ne

ct
io

n 
R

at
e

Time



O+ and Convection
Cross Polar Cap Potential: March 31, 2001
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Understanding the Ionospheric Source

Two types of inputs drive outflow: Electromagnetic and Particle 


The first principles channels through which these inputs operate are still 
not fully understood.

STRANGEWAY ET AL. [2005]

Poynting Flux Electron Precipitation

Ion Outflow
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Pathways of Ionospheric Outflow
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Superthermal Electrons (SEs)

SEs = e- with Energy >> Te

Three types of SEs:

• Photoelectrons - from photoionization of the neutral 

atmosphere.

• Primary Electrons - auroral precipitation, diffuse precipitation, 

and polar rain.

• Secondary Electrons - generated by impact 
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Superthermal Electrons (SEs)

Mechanisms by which SEs affect outflow

• Formation of the self-consistent ambipolar electric field

• Coulomb collisions between the superthermal and thermal 

electrons raising Te.
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A New Model

To model the effect of SEs, three things are required 


1. A treatment of the SEs (typically kinetic) 


2. A treatment of the thermal plasma (typically fluid)


3. Self-consistent interaction between the two populations 
through the E|| and and collisional interactions. 


We have developed just such a model.
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Equations: Electrons + 
Superthermal electrons

Continuity

Momentum

Temperature

Superthermal e-

Journal of Geophysical Research: Space Physics 10.1002/2014JA020641

Figure 1. Illustration of I-M exchange processes included in our model: WPI (orange) from ECH and whistler waves causes
primary precipitation (large red and yellow arrows), which can ionize the neutral atmosphere and produce the secondary
electrons. Secondary electron fluxes can also escape (blue) and precipitate into the conjugate region.

we kept this precipitated flux at 800 km (above 600 eV) as fixed boundary conditions, which were identical
for both magnetically conjugated ionospheric regions. Figure 1 also shows the secondary electron flux
(E < 600 eV) caused by this primary precipitation with blue arrows labeled Escaping Secondary Flux. This
flux was calculated in both magnetically conjugated regions and in the magnetosphere in according to the
method presented by KH2014 and includes the cascading of high-energy precipitated electrons from the
magnetosphere toward small energies (energies only below 500–600 eV) and the production of secondary,
tertiary, and further such electrons based on the solution of a single electron kinetic equation. Blue spirals
show the escaping particles that move along the magnetic field, some portion of which become trapped, as
illustrated by a blue cloud.

The nonsteady state SuperThermal Electron Transport (STET) code that will be used in this paper was
initially developed by Khazanov et al. [1992, 1993] for the plasmasphere and further generalized for the
ionosphere-magnetosphere coupling studies [Khazanov and Liemohn, 1995] and global transport of SE
[Khazanov et al., 1996] and to study the relativistic beam injection in space plasma [Khazanov et al., 1999].
This STET model includes the full solution of the Boltzmann-Landau kinetic equation for the superthermal
electron ionosphere-magnetosphere (I-M) coupling problem that was derived by Khazanov et al. [2011] and
discussed in our recent study KH2014.

The starting point of our superthermal electron I-M coupling problem, for energies E> 1–2 eV, is the
Boltzmann-Landau kinetic equation derived and discussed by Khazanov et al. [2011]. As we mentioned
above, the dissipation processes of magnetospheric electrons in the diffuse aurora are affiliated with the
cascading of high-energy electrons toward smaller energies and the production of secondary, tertiary, and
further resultant electrons. Such ionization cascades can be handled by just one single kinetic equation that
takes all of the aforementioned processes into account [Khazanov et al., 1994]. Following Khazanov et al.
[2011], this equation can be written as

1
v
!Φ
!t

+ " !Φ
!s

− 1 − "2

2

(1
B
!B
!s

− F
E

) !Φ
!"

+ EF" !Φ
!E

= Q + ⟨S⟩ (1)

where Φ = 2Ef∕m2 is the SE flux; v is SE velocity, t is time; s is the distance along the field line; E is the particle
energy; and " is the cosine of the pitch angle. The inhomogeneity of the geomagnetic field, B, is included,
as well as other forces, such as electric fields, in F, which is expressed here through the total gradient of the
thermal electron pressure. Q is the SE source term, and ⟨S⟩, which includes all collision integrals, represents

KHAZANOV ET AL. ©2014. American Geophysical Union. All Rights Reserved. 447



Modeling Effect of Photoelectrons

Steady state solution of stationary field line.

Solution with photoelectrons increases O+/H+ crossover alt.
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Modeling Effects of a Soft e- 
Precipitation Event
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Comparing SE 
Spectra

Soft e- precipitation generates secondaries in topside F region.

Secondaries contribute much more to the number flux than the primaries.

Photoelectrons from real conditions of illumination.

  

  
 

 

 

 

 

 

4

5

6

7

 

alog10({Omni[cm-3eV-1s-1]}+.1)

200 400 600 800 1000
E[EV]

200

300

400

500

600

700

800

A
LT

[K
M

]

=   999,  34, it=       2, time=      3360.0

Primary Precipitation

Secondary &
Photo e- [c

m
-3

 e
v-

1 s
-1

]

  

  
 

 

 

 

 

 

4

5

6

7

 

alog10({Omni[cm-3eV-1s-1]}+.1)

20 40 60 80 100
E[EV]

200

300

400

500

600

700

800

A
LT

[K
M

]

=   999,  34, it=       2, time=      3360.0

  

  
 

 

 

 

 

 

4

5

6

7

 

alog10({Omni[cm-3eV-1s-1]}+.1)

20 40 60 80 100
E[EV]

200

300

400

500

600

700

800

A
LT

[K
M

]

=    99,  34, it=       2, time=   3h56m00s

Secondaries and Photoelectrons

Only Photoelectrons



Modeling Effects of a Soft e- 
Precipitation Event

Strongest response is seen in the O+ where densities at 
high altitudes increase by orders of magnitude.
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Scaling of O+ flux with precipitation

Holding E0=400eV we 
increase the intensity of the 
precipitation in each run.


The peak O+ flux at each 
altitude increases with the 
precipitating number flux. 

Glocer et al., [2015]



Including the Effect of Waves
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Jupiter’s Ionosphere a a Magnetospheric 
Plasma SourceHamilton eta!.' Energetic Molecules in Jovian Magnetosphere 815 
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previously determined. The result is a fit in which H 2 is 12% of He 4. 
As a worst case, therefore, we may have overestimated the H2 
abundance relative to He 4 in the magnetospheric period by about a 
factor 2, i.e., 25% as opposed to 13%. 

To investigate the energy dependence of the abundances, we show 
in Figure 3 energy spectra for the major ion species in the outer 
magnetosphere. An H2 spectrum is not included because of the un- 
certainty in making the proper background subtraction. It is in- 
teresting to note that the He and H 3 spectra have the same slope while 
the proton spectrum is harder and the oxygen and sulfur spectra are 

4VOYAGER2 LECP 1979 187 0500-1500 

,o'•- • 

io o 

• : .• •H3(y=3.4)! 
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• I0-• 0 (y=5.8) 
- 

I0 -• • 

= •1S _ 

_ 

0.1 1.0 I0 
K•nehc Energy (MeV/nuc) 80-67 

Eig. 3. Energy spectra Cot the major constituents o½ the energetic particle 
population in •upit•r's outer magnetosphere. The H z spectrum is not 
shown due to the difficulty in making a proper background subtraction. 
The value of the spectral index ? is given Cot each species, assuming a 
power law form for the diffcrcmial flux (d•/dE • E_•). The data points 
below -0.5 M•V/nuc are derived ½rom •0 x • events. 

softer. An abundance comparison between H 3 and He is therefore 
straightforward over this energy interval, since their spectra are 
parallel. However for the other species, the abundance ratios are 
energy dependent. Over the range 0.60 - 0.95 MeV/nuc the abundance 
ratios relative to He are given in Table 1. It is important to note that 
these ratios do not necessarily reflect relative ion densities. Ion 
densities can only be obtained by integrating the spectrum over all 
energies. 

Other magnetospheric periods investigated show similar, or 
somewhat smaller, abundances of H 3 relative to He. Preliminary 
investigation has not revealed any large variations of the energetic H 3 
relative abundance with System III longitude. The relative energet:c 
H 3 abundance appears to decrease closer to Jupiter, although in- 
creasing background problems resulting from the higher flux levels at 
smaller radial distances make this analysis difficult. 

The H2 component seems to be more variable. For example, the day 
187 period analyzed herein shows the highest relative abundance of 
H2. On day 205, for Voyager 2 outbound at -180 R j, outside the 
magnetosphere in the "magnetospheric wind" region, H 3 was clearly 
present at an abundance of -30% that of He while the H: abundance 
was much lower with an upper limit of - 9% of He. In this region, the 
energetic ion composition was greatly enhanced in S and O, typical of 
the inner Jovian magnetosphere (Krimigis et al., 1979). 

Discussion 

Our observations of energetic H•, as well as H•, in Jupiter's 
magnetosphere provide strong evidence that Jupiter's atmosphere, in 
addition to Io and the solar wind, is a source as suggested, for 
example, by Ioannidis and Brice (1971), Mendis and Axford (1974), 
Michel and Sturrock (1974) and Hill et al. (1974). Hunten (1976) 
proposed Io as a source of H:, although with current knowledge, the 
other satellites would be much better candidates. A Jovian •ource is 
not without its own difficulties because the dominant ion at high 
altitudes is H +' even though H• is formed rapidly, it is also quickly 
converted or destroyed. The H • is generated by reaction of H • and 
H:, a process that will occur wherever H: is abundant enough (Gross 
and Rasool, 1964; Hunten, 1969; Atreya et al., 1974; Atreya and 
Donahue, 1976). 

It may be that the source at Jupiter is not the normal ionosphere but 
some other region much farther from equilibrium. For example, it 
seems possible that escaping particles could be produced in the upper 
ionosphere by energetic particle precipitation (i.e. aurorae) and then 
be locally accelerated by parallel electric fields and/or resonant and 
non-resonant particle-wave interactions as observed in the earth's 
magnetosphere (Swift, 1979; Johnson, 1979). The relative abundances 
of H + , H•, and H• ions then need not correspond to equilibrium 
values and, in particular, one need not expect the relative abundance 
of H • to be low. It is also possible that some of the escaping ions are 
not directly associated with auroral processes but form part of the 
Jovian polar wind (Axford, 1968; Banks and Holzer, 1968). Lear 
(private communication, 1980) has pointed out that the polar wind on 
earth may be driven by Alfv6n wave pressure gradients and, as a 

Table 1 

Relative Abundances During Voyager 2 Magnetospheric Period 

1979 Day 187 0500-1500 51-56 Rj 0.60-0.95 MeV/nuc 

Species Relative Abundance 

H 60 +3 

H2* (0.13 - 0.25) 
H 3 0.19 + 0.02 
He = 1 

0 0.022 + .001 
S 0.0057 4-.0005 

*The abundance of H 2 was deduced from the maximum likelihood fit to a 
tracksum. Its energy interval is slightly higher. 

Hamilton et al. [1980]

230 R. S&de1 et al. 

OBSERVATIONS 

Applying formulas for stopping power and 
range of ions in matter (Ziegler et al., 1985) 
for the geometry of the EPAC detectors allows 
to identif?: particle species. Here we search for 
signatures below the Helium track which 
should be due to H3+-ions. It is assumed that 
the H;+-ions dissociate when they enter the 
front detector so that the total energy loss of 
the molecule in the telescope corresponds to 
the energy loss of 3 protons arriving at the 
same time (Hamilton et al., 1980). This leads 
to a dE/ds-signal in the front detector three 
times as high as obtained from a single proton. 

Time Profile. Summing up the counts along 
these tracks in the dE/ds vs. E plane gives us 
the time profiles shown in Figure 2. The H3 
time profile is shown in the lower panel, the 
He time profile in the upper panel: both are 
quite similar. We do not show error bars in 
this figure as we need a more sophisticated 
method in order to obtain a reliable error 
calculation as is done in Figure 3. Lanzerotti 

Fig. 2. EPAC measurement of the time profile of He- and H;‘- 
ions. Dashed lines indicate bow shock crossings, full lines indicate 
magnetopause crossings. Around closest approach (dash-dotted 
line) the instrument was switched off. He is measured in the energ> 
range from 0.4-0.7 MeV/N, H3+ in the range from 0.4-0.8 MeVM. 

et al., (1993) have shown a similar time profile of H;‘-ions from measurements with the HI-SCALE (Lanzerotti, 
1992) instrument. 

Elemental Abundances. In Figures 3 (a-c) we present elemental abundances determined for three different time 
intervals. The abundances of Hj+, He and heavier elements up to oxygen are summed up along the different element 
tracks in the dE/ds vs E plane, the data are smoothed and fitted \\-ith a multigaussian fit. The ratios calculated for 
each element are detemiined by relating the fitted gaussian curves. Errors in the EPAC data, as given in table 1, are 
estimated from the overlap of the single gaussian curves. 

c 0 

~ . . ,Te!mSmmm. . 

c)Q2.4120:00-92X 19:OO 
outbound 

: 
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I’ ! “IIr ‘/ 
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Fig. 3. Elemental abundances from the EPAC instrument. The data have been smoothed by an smoothing algorithm. 
A multigaussian fit has been performed. Each elemental peak is approsimated by a gaussian which is indicated in 
dotted lines. The sum of these gaussians, plotted in dashed lines, approximates the measurements. Energies for HJ’ 
and He are the same as in Figure 2. 

Seidel et al. [1997]

Ulysses

fluxes peaked nearer to closest approach and
displayed periodicities associated with Jupiter’s
plasma disk rotation.

Beginning on day of year (DOY) 62 at ~75
RJ, we intermittently observed both the low-
energy tail of the hot plasma population and

energy distributions that show peak fluxes with-
in SWAP’s energy range (<7.5 keV/q). Around
the middle of DOY 64 at ~125 RJ, the higher-

Fig. 1. Plasma observations from just after NH’s inbound crossing of Jupiter’s
magnetopause late onDOY56, through closest approach (CA) at ~32RJ, and back
down the magnetotail to >2500 RJ. The schematic diagram of a meridional cut
through Jupiter’s magnetotail (top) shows the plasma disk near Jupiter and
notional large plasmoids (colored) moving down the tail, past NH. The five E/q

spectrograms of the log of coincidence count rates per 0.5-s sample cover the five
intervals numbered in the schematic. In general, the tail becomesmore disturbed
with increasing variability in ion flux and flow speed with greater distances down
the tail. Finally, starting on DOY 132, NH crosses back and forth between the
magnetotail and deep magnetosheath (intense white intervals in bottom panel).

12 OCTOBER 2007 VOL 318 SCIENCE www.sciencemag.org218

New Horizons at Jupiter

McComas et al. [2007]

Voyager 2

H3+ H3+



Next Steps

Recent development will be published (papers in 
preparation).


Planetary applications such as Jupiter, Saturn, exoplanets 
are being pursued.


KePWOM will soon be updated in SWMF.


KePWOM made available through CCMC this year.



Thank You
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Figure 11. In the schematic we represent different field lines with different colors. In point A the spacecraft is in the
north lobe, only detecting ionospheric ions in CAPS/IMS. The ionospheric ions are represented with arrows, which get
thinner approaching point B, in order to represent the dispersion. When the spacecraft is located in B, from 1845, cold
ions from ionosphere are still detected in CAPS/IMS but meantime MIMI/INCA remote senses hot O+ from the plasma
sheet. O+ is flowing downtail accelerated by reconnection and is represented in the plot through an arrow. After 2100
the spacecraft returns to the plasma sheet (point C).

5.1. Ionospheric Outflow
For ionospheric outflow we would expect cold electrons and ions flowing tailward from Saturn into the
magnetotail via the magnetotail lobes, as observed with CAPS/IMS and CAPS/ELS. We would expect the ion
composition to be consistent with Saturn’s ionosphere, i.e., H+, H+

2 , and H+
3 . In the CAPS data, the ions are dom-

inated by H+ with a smaller contribution from a species with m/q = 2 which cannot be separated into H+
2 and

He++. Unfortunately, H+
3 has a time of flight in CAPS/IMS which lies near an instrumental artifact and therefore

cannot be extracted at this time. Hence, we interpret this event as ionospheric outflow via a polar wind.

It is not possible to determine the connectivity of field lines (open or closed) during the period of ionospheric
outflow. This is a period of intense magnetospheric activity, and we think that precipitating electrons produc-
ing auroral emissions could happen simultaneously on the same field line as ionospheric outflow but still in an
upward current region. Hence, the auroral emission and source for ionospheric outflow could be collocated
in the same region of the ionosphere. Bunce et al. [2008], used Cassini and Hubble Space Telescope data to
show that the southern auroral oval is located at the boundary between open and closed field lines. However,
Jinks et al. [2014], using Cassini data, found that the poleward edge of the upward current region is displaced
equatorward from the polar cap boundary in both the northern and southern hemispheres. Thus, the closed
field line region can be present also beyond the upward current region poleward boundary. This could imply
that the spacecraft was located on closed field lines.

While in CAPS/IMS we see cold dispersed ions, we argue that the ions detected in MIMI/INCA and MIMI/CHEMS
from 18:45 belong to the plasma sheet: these ions are flowing downtail at speeds ≃ 1000 km/s. The fact that
the plasma sheet is emptied from W+ in the range of CAPS/IMS might suggests that the plasma sheet has
been emptied through a reconnection. In this scenario, while in the lobes CAPS/IMS detects ions flowing
downtail coming from the ionosphere, MIMI/INCA is remotely sensing ions flowing downtail accelerated by
reconnection. Hence, we think that reconnection is happening at the boundary between the lobe and the
plasma sheet beneath the spacecraft, while the spacecraft is on open field lines (see Figure 11).

According to magnetospheric magnetic field models [Khurana et al., 2006; Bunce et al., 2003], this region of the
magnetosphere is only slightly swept forward, but the sweep forward increases during periods of increased
solar wind dynamic pressure. Since these models only include azimuthal fields due to magnetopause currents,
this then shows that the swept-forward configuration is due to magnetopause currents. The reason why we
do not see a strongly swept forward configuration in the previous and following orbits, at about same latitude
and same local time, is due to the corotating interaction region (CIR) that is passing the planet during this
specific time period.

Glocer et al. [2007] coupled a polar wind outflow model with an MHD model of Saturn’s magnetosphere
to estimate the number flux of ions outflowing from Saturn’s ionosphere in a steady state. They found
value between 7.3 × 106 and 1.7 × 108 cm−2 s−1. To compare our observations with the Glocer et al. [2007]

FELICI ET AL. IONOSPHERIC PLASMA IN SATURN’S TAIL LOBE 351

Ionospheric Outflow at Saturn

Glocer et al. [2006]: Fluxes ~108cm-2s-1 at 10,000km

Felici et al. [2016]: Fluxes ~109-1010 cm-2s-1 at 10,000km

Discrepancy points to importance of auroral processes not included in 
prior theoretical calculation.

rate, but for obtaining a first estimate of the ionospheric
source, the current model is adequate.
[36] Because none of the previous cases showed strong

agreement with the only available data set, we have tuned
the neutral atmosphere to obtain improved agreement.
Labeled case 1000(b) in Figure 5, we consider an increase
of a factor of 10 in H2 and 1000 in H2O density with a
neutral temperature of 1000 K, and find a better match with
the observed electron density. Additionally, we let H2O
decrease with a shorter scale height, reflecting that the
neutral constituents are not well mixed at the altitudes
considered. Increasing the H2 density could be reflective
of the importance of the energy input from Joule heating,
which Cowley et al. [2004b] estimate to be more than 10
times the average solar input. Also, the density of water is
not based on in situ measurement but rather on remote
measurements. The uncertainty of the estimate is therefore
greater. Moreover, Connerney and Waite [1984] note that
the influx of H2O is not spatially uniform. In particular, they
note that at latitudes (!38!, +44!), which are magnetically
connected to the inner B ring, the water influx may be
approximately 50 times greater than the global average. The
Voyager 1 data shown in Figure 5 was taken at 71!S which
corresponds to L " 8.5, or just past the edge of the E ring.
Increasing the water density to this level has been studied by
Majeed and McConnell [1991] and Moses and Bass [2000]
and corresponds to an influx of about 108 molecules cm!3

s!1. The flux is the largest considered in these studies but

not outside the realm of possibilities. This demonstrates the
importance of accurate knowledge of the neutral densities.
Future high-latitude measurements by the Cassini spacecraft
will assist in this endeavor.
[37] The ion temperatures, given in Figure 6, illustrate the

interaction between the two different physical regimes of
the polar wind: one dominated by collisions with the
background neutral atmosphere and one that is expansion
dominated. The relative size of the two regions is deter-
mined mainly by the neutral temperature. Larger neutral
temperatures represent an increased neutral scale height,
which gives rise to an expanded atmosphere. The result is to
increase the region over which collisions are important.
Hence the region over which the ion temperature corre-
sponds to the neutral temperature also increases. This is
seen in Figure 6; where ion temperatures match the neutral
temperatures is the collisional region, and where the ion and
neutral temperatures begin to depart is the expansion
dominated region. Furthermore, the collisions at low alti-
tude lead to frictional heating that increases the ion tem-
perature. Adiabatic cooling at high altitude, due to
expansion, counteracts the low-altitude frictional heating.
A consequence of the low-altitude heating and high-altitude
cooling is the formation of a temperature peak in Figure 6.
[38] Another interesting feature of the ion temperature is

the nonlinear dependence on the neutral temperature. The
lowest neutral temperature case in Figure 6 corresponds to
the lowest peak ion temperature, but the highest neutral
temperature case does not correspond to the highest peak

Figure 5. The plot demonstrates the electron densities
dependence on the neutral temperature, and compares the
result with Voyager 1 data taken at 71!S.

Figure 4. The plot demonstrates the ambipolar electric
fields dependance on the neutral temperature. The cases
with lower neutral temperatures have smaller electric field
strength in the expansion region.
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Modeling Effect of Ponderomotive 
Force

Assume wave with E=50 mV/m
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Effect of SEs on Composition

Studies including photoelectrons are primarily O+ to high 
altitude as photoelectron concentration increases.

Secondary electrons act just as photoelectrons do.

Comparison with Past Studies
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Plate 1. Electrostatic potential as a function of photoelectron density and altitude. Low-altitude boundary 
conditions are O + density of 6x104 cm -3, H + density of lx103 cm -3, Tio=2000 K, Teo=2500 K, and Et, o=20 eV. 
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plasma. Notably, lower neutral temperatures translate to
greater outflow than higher neutral temperatures. There
are two main reasons for this behavior. First, because the
low-temperature atmosphere is more compressed than a
warmer atmosphere, the collisional region is smaller, reduc-
ing collisions that impede the flow at low altitudes. Second,
a cooler neutral background allows less CH4 at the bottom
of the model; as a consequence, the chemical loss of ions is
reduced, leading to increased plasma densities. Therefore
improved knowledge of the CH4 density is needed to fully
understand the plasma densities and outflows.
[41] To translate flux into a net source rate for the

magnetosphere, we must know the size of the polar cap.
We obtain the polar cap area by using a Space Weather
Modeling Framework [Tóth et al., 2005] simulation of
Saturn’s magnetosphere. In particular, we use simulations
conducted by Hansen et al. [2005], and extract the total
polar cap area for each of the seven bow shock crossing
during the inbound leg of Cassini’s Saturn orbit insertion,
at times corresponding to 27/06/04: 0945, 1030, 1800,
2000, and 28/06/04: 0015, 0300, 0545. This process yields
a range of values from 2.9 ! 1019 cm2 to 4.4 ! 1019 cm2 at
10,000 km above the one bar level. Multiplying the polar
cap area from the MHD simulation by flux of polar wind
plasma yields the particle source rate. From the PWOM, we
estimate that the polar wind number flux is between 7.3 !
106 and 1.7 ! 108 cm"2 s"1, yielding a particle source rate
between 2.1 ! 1026 and 7.5 ! 1027 s"1.

6. Discussion of Results and Future Work

[42] The results presented in section 5 show that the
magnitude of the polar wind source is between that of the
icy satellites, calculated by Jurac and Richardson [2005],
and of the Titan Torus, calculated by Smith et al. [2004].
However, the polar wind source must be considered in
context. Figure 8 shows a schematic of the spatial distribu-
tion of various mass sources. Note that the polar wind is
mostly important in the open field line region, whereas the
source from the icy satellites is more important for the inner
magnetosphere.
[43] Although the polar wind flows along open field lines,

the plasma from the polar wind can make its way into lower
latitudes. Consider, for example, an open field line about to
reconnect in the tail. Such a field line has polar wind plasma
flowing along it. After reconnection that same field line still
has polar wind plasma flowing along it. Following the
Dungey cycle [Dungey, 1961], that field line is now closed
and begins to convect toward the dayside. Thus polar wind
plasma can enter the closed field line region. We can
estimate the efficiency of this process using a simple
back-of-the-envelope calculation (S. Cowley, private com-
munication, 2006). Jackman et al. [2004] find that the
transpolar transit time can range from 1 to 8 days depending
on solar wind conditions. Using an average polar wind
velocity of 10 km s"1, we find that the polar wind plasma
can flow 14 to 115 Saturn Radii along the field line before
reconnection can occur. The length of Saturn’s tail is not
well determined, but global MHD simulations of Saturn’s
magnetosphere [Hansen et al., 2005, Figure 3] place the tail
length at more than 65 Saturn Radii. Polar wind plasma
that flows less than this distance before reconnection

occurs is trapped in the magnetosphere. Therefore at least
57 percent of all escaping polar wind plasma remains in
the magnetosphere.
[44] It is clear from the simulations that the neutral

background density and temperature strongly influence
the polar wind outflow. Increased temperature can cause
the atmosphere to heat up and heave up; the breadth of the
collisional region increases, thereby constricting the out-
flow of plasma. Furthermore, changes in the neutral density
at the bottom of the model affects the relative ion densities.
Changing the relative ion densities changes the ambipolar
electric field, which in turn modifies the outflow through
the momentum equation. However, since the low temper-
ature cases have a reduced electric field but also an
increased net ion outflow, the ambipolar electric field in
the expansion region is not the main controller of the
outflow rate. Furthermore, the decreased density of CH4

in the low temperature cases are extremely important;
reduced CH4 is a major contributor to increased ion
densities, and as a result, increased flux.
[45] The fluxes calculated by the PWOM compare well

with those calculated by Frey [1997], despite some signif-
icant differences. As mentioned earlier, Frey [1997] calcu-
late a flux between 107 and 108 cm"2 s"1 which is
comparable to what the PWOM predicts. The differences
between the models arise from an improved chemical
scheme, neutral atmopshere, and altitude range. The PWOM
uses a photo-ionization rate of 1.9 ! 10"9 for the reaction
H2 + hn ! H+ + H + e, which is 5 times less than the value
used by Frey [1997]. Since this reaction is a major source of
H+, the reduced rate will lead to smaller densities. More-
over, the Frey [1997] model does not include loss of H+

with vibrationally excited molecular hydrogen. This is a
major loss process and also serves to reduce the density of
H+. Counteracting these effects is the significant reduction
in the amount of water in the background neutral atmo-
sphere. Our model uses a water flux that is comparable to

Figure 8. The schematic shows the location of three
important mass sources to Saturn’s magnetosphere. The
E-ring and Enceladus are shown in black, and the Titan torus
is shown as a blue oval around an orange dot at Titan’s orbit.
The region where the polar wind is important is shown in
purple and represents the open field line regions.
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source, the current model is adequate.
[36] Because none of the previous cases showed strong

agreement with the only available data set, we have tuned
the neutral atmosphere to obtain improved agreement.
Labeled case 1000(b) in Figure 5, we consider an increase
of a factor of 10 in H2 and 1000 in H2O density with a
neutral temperature of 1000 K, and find a better match with
the observed electron density. Additionally, we let H2O
decrease with a shorter scale height, reflecting that the
neutral constituents are not well mixed at the altitudes
considered. Increasing the H2 density could be reflective
of the importance of the energy input from Joule heating,
which Cowley et al. [2004b] estimate to be more than 10
times the average solar input. Also, the density of water is
not based on in situ measurement but rather on remote
measurements. The uncertainty of the estimate is therefore
greater. Moreover, Connerney and Waite [1984] note that
the influx of H2O is not spatially uniform. In particular, they
note that at latitudes (!38!, +44!), which are magnetically
connected to the inner B ring, the water influx may be
approximately 50 times greater than the global average. The
Voyager 1 data shown in Figure 5 was taken at 71!S which
corresponds to L " 8.5, or just past the edge of the E ring.
Increasing the water density to this level has been studied by
Majeed and McConnell [1991] and Moses and Bass [2000]
and corresponds to an influx of about 108 molecules cm!3

s!1. The flux is the largest considered in these studies but

not outside the realm of possibilities. This demonstrates the
importance of accurate knowledge of the neutral densities.
Future high-latitude measurements by the Cassini spacecraft
will assist in this endeavor.
[37] The ion temperatures, given in Figure 6, illustrate the

interaction between the two different physical regimes of
the polar wind: one dominated by collisions with the
background neutral atmosphere and one that is expansion
dominated. The relative size of the two regions is deter-
mined mainly by the neutral temperature. Larger neutral
temperatures represent an increased neutral scale height,
which gives rise to an expanded atmosphere. The result is to
increase the region over which collisions are important.
Hence the region over which the ion temperature corre-
sponds to the neutral temperature also increases. This is
seen in Figure 6; where ion temperatures match the neutral
temperatures is the collisional region, and where the ion and
neutral temperatures begin to depart is the expansion
dominated region. Furthermore, the collisions at low alti-
tude lead to frictional heating that increases the ion tem-
perature. Adiabatic cooling at high altitude, due to
expansion, counteracts the low-altitude frictional heating.
A consequence of the low-altitude heating and high-altitude
cooling is the formation of a temperature peak in Figure 6.
[38] Another interesting feature of the ion temperature is

the nonlinear dependence on the neutral temperature. The
lowest neutral temperature case in Figure 6 corresponds to
the lowest peak ion temperature, but the highest neutral
temperature case does not correspond to the highest peak

Figure 5. The plot demonstrates the electron densities
dependence on the neutral temperature, and compares the
result with Voyager 1 data taken at 71!S.

Figure 4. The plot demonstrates the ambipolar electric
fields dependance on the neutral temperature. The cases
with lower neutral temperatures have smaller electric field
strength in the expansion region.
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Figure 11. In the schematic we represent different field lines with different colors. In point A the spacecraft is in the
north lobe, only detecting ionospheric ions in CAPS/IMS. The ionospheric ions are represented with arrows, which get
thinner approaching point B, in order to represent the dispersion. When the spacecraft is located in B, from 1845, cold
ions from ionosphere are still detected in CAPS/IMS but meantime MIMI/INCA remote senses hot O+ from the plasma
sheet. O+ is flowing downtail accelerated by reconnection and is represented in the plot through an arrow. After 2100
the spacecraft returns to the plasma sheet (point C).

5.1. Ionospheric Outflow
For ionospheric outflow we would expect cold electrons and ions flowing tailward from Saturn into the
magnetotail via the magnetotail lobes, as observed with CAPS/IMS and CAPS/ELS. We would expect the ion
composition to be consistent with Saturn’s ionosphere, i.e., H+, H+

2 , and H+
3 . In the CAPS data, the ions are dom-

inated by H+ with a smaller contribution from a species with m/q = 2 which cannot be separated into H+
2 and

He++. Unfortunately, H+
3 has a time of flight in CAPS/IMS which lies near an instrumental artifact and therefore

cannot be extracted at this time. Hence, we interpret this event as ionospheric outflow via a polar wind.

It is not possible to determine the connectivity of field lines (open or closed) during the period of ionospheric
outflow. This is a period of intense magnetospheric activity, and we think that precipitating electrons produc-
ing auroral emissions could happen simultaneously on the same field line as ionospheric outflow but still in an
upward current region. Hence, the auroral emission and source for ionospheric outflow could be collocated
in the same region of the ionosphere. Bunce et al. [2008], used Cassini and Hubble Space Telescope data to
show that the southern auroral oval is located at the boundary between open and closed field lines. However,
Jinks et al. [2014], using Cassini data, found that the poleward edge of the upward current region is displaced
equatorward from the polar cap boundary in both the northern and southern hemispheres. Thus, the closed
field line region can be present also beyond the upward current region poleward boundary. This could imply
that the spacecraft was located on closed field lines.

While in CAPS/IMS we see cold dispersed ions, we argue that the ions detected in MIMI/INCA and MIMI/CHEMS
from 18:45 belong to the plasma sheet: these ions are flowing downtail at speeds ≃ 1000 km/s. The fact that
the plasma sheet is emptied from W+ in the range of CAPS/IMS might suggests that the plasma sheet has
been emptied through a reconnection. In this scenario, while in the lobes CAPS/IMS detects ions flowing
downtail coming from the ionosphere, MIMI/INCA is remotely sensing ions flowing downtail accelerated by
reconnection. Hence, we think that reconnection is happening at the boundary between the lobe and the
plasma sheet beneath the spacecraft, while the spacecraft is on open field lines (see Figure 11).

According to magnetospheric magnetic field models [Khurana et al., 2006; Bunce et al., 2003], this region of the
magnetosphere is only slightly swept forward, but the sweep forward increases during periods of increased
solar wind dynamic pressure. Since these models only include azimuthal fields due to magnetopause currents,
this then shows that the swept-forward configuration is due to magnetopause currents. The reason why we
do not see a strongly swept forward configuration in the previous and following orbits, at about same latitude
and same local time, is due to the corotating interaction region (CIR) that is passing the planet during this
specific time period.

Glocer et al. [2007] coupled a polar wind outflow model with an MHD model of Saturn’s magnetosphere
to estimate the number flux of ions outflowing from Saturn’s ionosphere in a steady state. They found
value between 7.3 × 106 and 1.7 × 108 cm−2 s−1. To compare our observations with the Glocer et al. [2007]
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Figure 12. Estimates of the number flux associated with the polar wind. (a) The measured electron density at Cassini, (b)
the estimated ion speed at Cassini, (c) the estimated number flux at Cassini, and (d) the number flux estimated at an
altitude of 10,000 km above Saturn at 78∘ latitude.

simulations, we estimated the number flux, nv, where n is the number density and v is the speed of ions in
the tail, and used conservation of magnetic flux to scale these to their values closer to Saturn.

The generally low numbers of counts during this event make the ion moment calculations challenging, so
we assumed that the ion number density was equal to the electron number density. The ion speeds were
estimated by fitting the ion spectra with Gaussian plus a background. Fits were filtered using the !2 for each
fit and a manual inspection of the fit. The fits were performed on the IMS anodes where peak fluxes were
observed. The peak energy from this fit was taken as the ion bulk flow energy (actually an upper limit since
this assumes that the ions are completely cold). The ion speed was found to be ≃ 400 km s−1 at about 1340,
with the speed slowly diminishing to get to ≃ 200 km s−1 at about 1700 UT.

Figure 12 shows the number density, speed, and calculated tail number flux, ntvt . We assumed 10% uncer-
tainty on the electron densities [Arridge et al., 2009]; the speed uncertainties were obtained by propagating
the uncertainties in the peak energies found from our nonlinear fits. The number flux uncertainties were
calculated by propagating the uncertainties on nt and vt .

Glocer et al. [2007] presented number fluxes at an altitude of 10,000 km. To map our observed number fluxes to
this altitude, we assume that the number of outflowing ions are conserved in a flux tube from the ionosphere
to the tail, and use BtAt = BiAi , and therefore scale the tail number flux to get the ionospheric number flux
by nivi = ntvtBi∕Bt . The ionospheric field strength was calculated from a dipole at an altitude of 10,000 km
at an auroral colatitude of 12∘. Using the observed tail field strength shown in Figure 7h, we then calculate
the ionospheric number fluxes as shown in Figure 12d. We obtained ionospheric number fluxes between
(2.95 ± 0.43) × 109 and (1.43 ± 0.21) × 1010 cm−2 s−1. These estimates are 1 order of magnitude larger than
the value obtained by Glocer et al. [2007].

One possible interpretation for this discrepancy is due to the fact that the model was run for a steady atmo-
sphere and steady magnetosphere, hence classical polar wind as defined in Schunk [2007]. We argued that
this event occurred during a CIR (corotating interaction region) compression and with substantial magneto-
spheric activity, which produced enhanced outflows, namely, generalized polar wind, as defined in Schunk
[2007]. Moreover, due to low counts, it is very difficult to evaluate the velocities with fits that also consider the
temperatures. From a preliminary estimate, we think that the speed we calculated overestimate the veloci-
ties of a factor of about 2. This would affect the number flux of a factor of 2, which is a minor contamination
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rate, but for obtaining a first estimate of the ionospheric
source, the current model is adequate.
[36] Because none of the previous cases showed strong

agreement with the only available data set, we have tuned
the neutral atmosphere to obtain improved agreement.
Labeled case 1000(b) in Figure 5, we consider an increase
of a factor of 10 in H2 and 1000 in H2O density with a
neutral temperature of 1000 K, and find a better match with
the observed electron density. Additionally, we let H2O
decrease with a shorter scale height, reflecting that the
neutral constituents are not well mixed at the altitudes
considered. Increasing the H2 density could be reflective
of the importance of the energy input from Joule heating,
which Cowley et al. [2004b] estimate to be more than 10
times the average solar input. Also, the density of water is
not based on in situ measurement but rather on remote
measurements. The uncertainty of the estimate is therefore
greater. Moreover, Connerney and Waite [1984] note that
the influx of H2O is not spatially uniform. In particular, they
note that at latitudes (!38!, +44!), which are magnetically
connected to the inner B ring, the water influx may be
approximately 50 times greater than the global average. The
Voyager 1 data shown in Figure 5 was taken at 71!S which
corresponds to L " 8.5, or just past the edge of the E ring.
Increasing the water density to this level has been studied by
Majeed and McConnell [1991] and Moses and Bass [2000]
and corresponds to an influx of about 108 molecules cm!3

s!1. The flux is the largest considered in these studies but

not outside the realm of possibilities. This demonstrates the
importance of accurate knowledge of the neutral densities.
Future high-latitude measurements by the Cassini spacecraft
will assist in this endeavor.
[37] The ion temperatures, given in Figure 6, illustrate the

interaction between the two different physical regimes of
the polar wind: one dominated by collisions with the
background neutral atmosphere and one that is expansion
dominated. The relative size of the two regions is deter-
mined mainly by the neutral temperature. Larger neutral
temperatures represent an increased neutral scale height,
which gives rise to an expanded atmosphere. The result is to
increase the region over which collisions are important.
Hence the region over which the ion temperature corre-
sponds to the neutral temperature also increases. This is
seen in Figure 6; where ion temperatures match the neutral
temperatures is the collisional region, and where the ion and
neutral temperatures begin to depart is the expansion
dominated region. Furthermore, the collisions at low alti-
tude lead to frictional heating that increases the ion tem-
perature. Adiabatic cooling at high altitude, due to
expansion, counteracts the low-altitude frictional heating.
A consequence of the low-altitude heating and high-altitude
cooling is the formation of a temperature peak in Figure 6.
[38] Another interesting feature of the ion temperature is

the nonlinear dependence on the neutral temperature. The
lowest neutral temperature case in Figure 6 corresponds to
the lowest peak ion temperature, but the highest neutral
temperature case does not correspond to the highest peak

Figure 5. The plot demonstrates the electron densities
dependence on the neutral temperature, and compares the
result with Voyager 1 data taken at 71!S.

Figure 4. The plot demonstrates the ambipolar electric
fields dependance on the neutral temperature. The cases
with lower neutral temperatures have smaller electric field
strength in the expansion region.
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Coupling PWOM to Global MHD
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The Topside Electron Heat flux

A crude way to include the effects of SEs is to specify the topside 
electron heat flux.

Schunk et al., [1986] proposed a “heat flux map” that could give 
electron temperatures roughly consistant with data (see left). 

We adapt a modified version of this in PWOM and the electron 
temperatures that result are shown on the right.

However this is a very ill-constrained parameter! Proper treatment of 
SEs is needed to handle this problem properly.

field (IMF). During periods of northward IMF, solar wind
plasma entering through the flanks was the dominant source.
When adding PWOM to the modeling suite, Glocer et al.
[2009a, 2009b] arrived at similar conclusions, noting the
strong O+ concentrations in the same regions.
[15] Interestingly enough, changing the outflow in BATS‐

R‐US does not seem to have a great effect on the global
magnetospheric configuration. Without PWOM, the inner
boundary density is typically set at 28 cm−3. Welling and
Ridley [2010b] noted that this is much higher than observa-
tions reported by Huddleston et al. [2005]; both Zhang et al.
[2007] and Welling and Ridley [2010b] found that changing
this value has only a marginal effect on the results. Glocer
et al. [2009a] came to the same conclusion. It is only
when an inner magnetosphere code is two way coupled to
this system, receiving mass from BATS‐R‐US and returning
plasma pressure to increase the values calculated by MHD,
that the increased mass outflow provided by PWOM can
significantly change magnetospheric configuration [Glocer
et al., 2009a].
[16] BATS‐R‐US sends field aligned currents to RIM

[Ridley and Liemohn, 2002; Ridley et al., 2004] in order to
handle the ionospheric electrodynamics. RIM uses these
to calculate particle precipitation and conductance patterns.
The conductance and field‐aligned currents are used to

calculate the electric potential, which is in turn mapped back
to the inner boundary of BATS‐R‐US. The electric potential
is also used by PWOM to advect magnetic field lines.
[17] The output of these models is coupled one way in

order to drive the RAM‐SCB model. This code couples two
separate models: a kinetic model and a 3‐D force balance
magnetic field model. Coupling these two produces self
consistency between the particles drifting in the ring current
and the magnetic field through which they are drifting.
[18] The kinetic model is the Ring current Atmosphere

interaction Model, or RAM [Jordanova et al., 1996, 1997],
which solves the kinetic equation to yield the bounce‐
averaged distribution function as a function of azimuth,
radial distance, energy and pitch angle for three ion species
(H+, He+, and O+). The domain is a circle in the solar
magnetic (SM) equatorial plane with a radial span of 2 to
6.5 RE. It has an energy range of approximately 100 eV to
500 KeV. It includes charge exchange losses, Coulomb col-
lision losses, and atmospheric loss at low altitudes. The dis-
tribution function at the outer boundary is set by observations
or separate model results; the inner boundary holds the distri-
bution function constant at zero. The model was recently up-
dated to use nondipolar field geometries [Jordanova et al.,
2006, 2010].

Figure 2. A typical electron temperature calculation in PWOM using the new method for specifying the
topside electron heat flux. The color contour is the temperature in Kelvin, and the plus signs show the
locations of the field line foot points in invariant latitude of field lines in the PWOM calculation.

WELLING ET AL.: OUTFLOW AND RING CURRENT A00J19A00J19

4 of 15

$CHUNK ET AL.: ELECTRON TEMPERATURE IN THE IONOSPHERE 12,051 

• 6 
z 

• 5 

LU 2 

iii I 

500 km 

o 
- i0 e - i0 e -I0 •o -iOl• 

UPPER BOUNDARY HEAT FLUX 

(eV cm-2s -1) 
Fig. 11. Electron temperature gradient at 500 km as a function of the upper boundary heat flux. The letters attached to the 
curves refer to the locations given in Table 2. 

1200 MLT 

1800 
0.0 

0.0 

500 

O6OO 

24OO 
Fig. 12. Upper boundary heat flux (eV cm -2 S -l) at 1700 UT as a function of magnetic latitude and MLT. 

Adapted from
 Schunk et al., 

[1986] Glocer et al., [2009]

Altitude=5,000 km



Interfacing PW and GM

Initial Final

Polar Wind Field Lines



Superthermal Electrons (SEs)

Origins of SEs

• Photoelectrons - from photoionization of the neutral 

atmosphere.

• Primary Electrons - auroral precipitation, diffuse precipitation, 

and polar rain.

• Secondary Electrons - generated by impact 


Mechanisms by which SEs affect outflow

• Formation of the self-consistent ambipolar electric field

• Coulomb collisions between the superthermal and thermal 

electrons raising Te.
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Ionospheric O+ can 
dominate during storms
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Issues of MI-Coupling

Global magnetospheric codes currently provide us 
several quantities to work with

• FACs are directly applicable in the current conservation 

equations.

• The cross polar cap potential allows us to describe the 

perpendicular drift. 

• Precipitation can also be used in more comprehensive way.

• Using the energy flux and average energy we can define a 

precipitating spectrum and calculate secondary production 
and E field as well as ion production.
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Calculating Secondary Production

Using different primary spectra but the same energy flux and 
characteristic energy we computed secondary production. 

• The secondary electron spectra have similar shapes but the 

integrated flux is different by a factor of ~3

• If we have the shape of the primary spectrum from data we can 

do the calculation precisely.

• Global models, however, are not able to provide the shape of 

the primary spectrum 



The Next Step 
Creating a Merged Fluid-Kinetic Model 

Issue: All SE populations should be treated together in 
the context of the ionospheric outflow.

Approach: Use the PWOM code to represent the ions 
and thermal electrons and a kinetic FP code for the SEs

Features of the merged code: 
• Treats all SE populations together

• Handles arbitrary precipitation source

• Includes photoelectron and secondary electron production

• Includes energy cascade and pitch-angle scattering

• Formation of the self-consistent E-field to accelerate ions and 

restrain SEs

• Energy deposition to thermal electrons from collisions

• When including SEs solution the topside electron heat flux can 

be set arbitrarily small. 

Model development is complete and first results are shown shortly.



FP Kinetic Model 

FP Collisional Operator

Loss and Gain from Cascade

Excitation and Deexcitation

e- Neutral Boltzmann 
Collisional Operator

Khazanov et al. (1997), Liemohn et al. (1997)

Issue: Solving in E and µ coordinates makes particle trajectories curved 
relative to grid potentially leading to overestimate of trapping and heating

Solution: Coordinate transformation to E,µ→ℇ,µ0 
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Region of Existence for SEs

Region of existence for SEs in the presence of a field aligned potential.

The grid is aligned with particle trajectories when working in ℇ,µ0 variables.
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Region of Existence for SEs

Absolutely no PA scattering results from numerical diffusion in these coords.

Verification: Specify upward flux in ionosphere of 1x105 (red) and see 
nothing in trapped region.
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Region of Existence for SEs

Effects with scattering
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Including SEs renders the choice of topside e- heat flux 
unnecessary. 

Ion and Electron Temperatures Under Sunlit and Dark Conditions
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