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• Macroscopic scales are best 
treated by fluid models

• Microscopic ion scales are best 
treated by hybrid methods 
(particle ions and fluid electrons)

• Microscopic electron scales are 
best treated by fully kinetic 
methods (electrons and ions are 
particles) MICRO
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The challenge in modeling space plasmas: 
multiple scales



Operations:
1. Solve Newton equations in 

previous electromagnetic 
fields

2. Solve Maxwell equations 
with previous particle 
positions  

EXPLICIT

Operations:
Over each time step, 

iteratively solve the two 
coupled equations until 
convergence

IMPLICIT

Explicit and Implicit PIC



• Explicit methods need to resolve
all temporal and spatial scales:

a) Explicit Maxwell solver:       
c Δt < Δx

b) Explicit mover :                    
ωpe Δt < 2

c) Explicit Particle- Grid 
coupling:                                 
Δx < ξλDe

• Implicit methods can resolve any
range of scales

MICRO
(kinetic)

λe=8 m

ρe de=2 km

ρi di=80 km

L=10000 km

millions km

ωe = 24kHz

Ωe = 0.16kHz

Ωi = 0.09Hz

1 m

hours

System scales

ion scales

electron scales

MACRO
(fluid)

ωi = 0.55kHz

Solar wind at 1AU

The challenge in modeling space plasmas: 
multiple scales



Critical innovation of implicit PIC: 
Exact Energy conservation



Implicit PIC development

Venus Brackbill, Forslund, JCP, 1985

Celeste Lapenta, Ricci, Brackbill, 
PoP, 2005

iPic Markidis, Lapenta, 
MCS, 2010

ECSIM Lapenta, 
JCP, 2017
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Figure 1. The MHD state at 03:58:00 UT used to initialize the PIC simulation. In (a) the arrows give velocity vectors in
the XZ planes in the MHD simulation, while the color coding is the X component of velocity. Panel (b) gives the flow
vectors with color coding giving the thermal pressure.

comparing MHD with PIC, and comparing electrons with ions. Section 5 considers the energy exchanges,
reporting the sources and sinks (due to the temporal variations of the energy densities and the J · E terms)
as well as the exchange terms (due to the divergence of the energy fluxes). Section 6 summarizes the main
findings of our analysis.

2. Description of the MHD→PIC Multiscale Approach
In essence, we proceeded in two linked steps. First, we ran the UCLA global MHD model (El-Alaoui, 2001;
Raeder et al., 1995) of the interaction between the solar wind, magnetosphere, and ionosphere by using solar
wind observations from the Wind spacecraft and a simulation domain encompassing the region [−300, 20.5]
RE along the Xgsm direction, [−55, 55] RE along Ygsm, and [−55, 55] RE along Zgsm. Then for the present
study we selected the subdomain [−7, −38.2] RE in Xgsm, [−7.32, 13.48] RE in Ygsm, and [−11.25, 4.35]RE
in Zgsm using the fluid state at the time 03:58:00 UT and use it to spawn a kinetic iPic3D (Markidis et al.,
2010) simulation.

Figure 1 shows the state of the MHD global simulation at the time considered (03:58:00 UT) on 7 February
2009. A reconnection site is already present. Two reconnection jets are present, tailwind, and earthward.
The earthward jet is already producing an earthward traveling DF. This initial state is as realistic as the
global MHD simulation used here. In particular, the initiation of the reconnection process relies on MHD
mechanisms produced by the converging flows from the dayside (see arrows in Figure 1a). The reconnection
process itself relies on hyperresistivity (El-Alaoui, 2001) and does not include kinetic physics in determining
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3D PIC simulation 
spawned from a global 
MHD  model

Details of the approach: Walker, R. J., Lapenta, 
G., Berchem, J., El-Alaoui, M., & Schriver, D. 
(2019). Embedding particle-in-cell simulations 
in global magnetohydrodynamic simulations of 
the magnetosphere. Journal of Plasma 
Physics, 85(1).

UCLA MHD

iPic3D



Mercury Global PIC model – Ion Temperature
Hybrid model Full PIC

Lapenta, et al., JGR 127, e2021JA030241 (2022).



Current interfaces
Current along y: ions Current along y: electrons



What would have been the 
cost with other methods

Ecsim: 30,000 processors
Wallclock: 48hrs

CPU time: 1.5 million hours

iPic3D: 30 million processors
Wallclock: 48hrs

CPU time: 15 billion hours

Δx
Δy
Δz
Δt

Processors scale like (Δx * Δy * Δz)

CPU Time scales like (Δx * Δy * Δz * Δt)

Explicit: 30 billion procs
Wallclock: 48hrs

CPU time: 150 trillion hours
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From Mercury to Earth

PI: Lapenta Part B2 TERRAVIRTUALE

will exploit their ability to enable extreme parallelism. But we will also explore ways to improve the CPU
side of the machine performing the grid solutions: global communication avoiding solutions and non-blocking
asynchronous communications will be explored to reduce the latency in the grid operations.

Objective 3: Demonstrate that a first-principles model of the near Earth space can be viable using the

ECsim algorithm on heterogeneous CPU-GPU supercomputers.

The methods developed in WP1 and WP2 will be designed with the application to the Earth space in mind.
Optimisations, methods for local adaptivity and the resolution of the particle motion will use the conditions
in the near Earth space. A series of critical physics processes will be investigated with the new code: particle
injection, acceleration and eventual precipitation towards the Earth will be studied. The most powerful 100 and
1000-years geomagnetic storms will be simulated.

Objective 4: Demonstrate that machine learning (ML) algorithms can analyse the outcome of extremely

parallelised PIC and provide useful surrogate model for practical applications. The size of the output of
PIC simulations with extreme parallelism and the complexity of the physics of the near Earth space with its
multiple scales and multiple processes has become a new frontier in ML methods. We will explore surrogate
models to provide a synthesis of the physics modelled. We will use a combined observational and simulation
approach to ML that uses synthetic simulation-generated observations to be compared with real observations
and to be used as additional training cases for ML when the observations are scarce. This is a key need since
space is after all the final frontier and our access to it is still severely limited; ML methods can fill this gap.

b Methodology

b.1 Approach

Particle in cell is by its own design an hybrid algorithm: the forces are computed using a discrete grid

where the equations for the electric and magnetic fields are solved but the particles are individual agents

moving in the continuum of space. Figure 2 illustrates the four critical operations of a PIC [Hockney and
Eastwood, 1988]: the information of all particles is projected to the grid to compute the current and charge in
each cell, the field equations are solved on the grid, the fields are then interpolated to the particle positions and
the particles are moved subject to this force.

Particle mover

Fp -> Xp

Field Solver

Ng, Jg -> Eg, Bg

Particle -> Grid

Xp -> Ng, Jg

Grid -> Particle

Eg,Bg->Fp

GPU

CPU

Figure 2: The four phases of a particle in cell method:
projection from particles to grid, field solution on the
grid, interpolation from grid to particles and particle
advancement. In heterogeneous computing, the three
particle operations are best suited for the GPUs and
the linear solver of the grid for the CPUs.

Particles can move around and the software must en-
sure that the grid cells where the particles are lo-
cated are kept in memory close to the particles that
are physically located in those cells. This was an is-
sue since the time of the vector machines (Crays) in
the 80s when it was important to vectorise the par-
ticle operations keeping linked lists of particles in
each cell. The predecessor of iPic3D, Celeste3D was
designed to handle linked lists of particles to make
sure groups of 64 particles belonging to the same grid
were treated concurrently in a single vector operation
[Brackbill and Ruppel, 1986; Lapenta et al., 2006].
Subsequently, distributed memory machines required
the domain to be decomposed assigning the cells and
the particles in a certain portion to be on the same
processor to minimise communication [Liewer and
Decyk, 1989].

Combining the two approaches, domain decomposition and sorting of the particles by cell, is the winning

strategy for the most modern heterogeneous GPU-CPU supercomputers to make sure that vector units

are used efficiently and that data locality minimises cache misses so that the operations can be done

rapidly without waiting for retrieval of data from distant areas of the main memory. The operations of
particle projection and grid interpolation to the particles are the natural domain of graphical processing units
(GPU) that were originally designed precisely with the task of projecting virtual objects on a grid of pixels: the
screen. It is then natural to assign the particle operations to the GPU while reserving grid operations for

the field operations to the central processing units (CPU). While many PIC methods have been designed in
very recent years for GPU computing, ours is the only attempt to port ECsim to heterogeneous supercomputers.

Among the PIC methods, the Energy Conserving Semi-implicit methods (ECsim) proposed here [Lapenta,
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