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CCMC Thoughts on Streamlining the 
Model Onboarding Process

Our goal: make it easier and faster to onboard 
a new model/model upgrade to get it into the 

hands of the community faster

Leila Mays and Tina Tsui



CCMC 2022 Workshop

Ongoing Modernization:

Easier Onboarding and Implementation of New 
Models 
• NASA LWS Strategic Capabilities program
• all deliverables must be installed and tested at CCMC by the end of performance
• development efforts include ongoing inputs from CCMC

• CCMC is maintaining shared collaborative environments on the AWS 
cloud (with NASA security compliance) and at NASA HECC systems.
• Establishing and following best practices. Shared GitLab repositories are 

possible.
• CCMC supports containerizing models and applications
• Working toward a streamlined onboarding process
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Making a model available at CCMC ROR can require 
significant effort from both sides

• ROR infrastructure needs to accommodate model 
requirements: data inputs, libraries and tools, web interface, 
workflow
• Model must accommodate requirements of ROR:
• operational-level stability, 
• organized file inputs/outputs, 
• security and environment constrains,
• metadata, and documentation:
• Model and simulation run metadata are critical for improving CCMC services to users, 

but it’s not easy to get these from developers
• Model onboarding questionnaire – simplification in progress.  How else can we make this 

easier?
• Model documentation – how can we better encourage this?

In progress: 
Work with developers to communicate and test 
these requirements from project start  - what 
else can re: requirements
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Model Onboarding
• Ongoing improvements: formalized the model onboarding process

https://ccmc.gsfc.nasa.gov/model-onboarding/
How can we improve the process communication?  Is it the process 
transparent enough?

https://ccmc.gsfc.nasa.gov/model-onboarding/
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Onboarding Improvements for Continuous/Real-time Runs

Containerize 
& Build Test Deploy

Model tracked in 
Version Control

Model containers 
stored in registry

CCMC cloud 
server

CCMC servers

Shared collaborative cloud 
(CCMC-SRAG-M2M, CCMC-SWPC)  

Continuous Integration and Deployment 
(CI/CD) System at CCMC

New model or 
upgrade from 

developer

Installed and tested on 
CCMC servers

Integrate

Model Onboarding to Production

Moving the model (reinstallation of the model and its dependencies) between servers is 
not always straightforward.  Ongoing improvements: containerize serial models, follow 
version control best practices, better documentation.
Container benchmakring/testing for parallel models in progress
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CCMC Infrastructure and Computational Resources

➔ NASA High-End Computing Capability (HECC) HPC Supplement to in-house computational 
capabilities and model collaborative resource for computational intensive models: Aitken, 
Pleiades, Electra 
◆ Available now: CORHEL, SWMF/AWSoM-R
◆ In progress: WACCM-X, HYPERS, GITM

➔ In-house Resources: beowulf clusters, servers, web servers, storage servers
◆ Models in production (each model is installed on at least 2 servers): Runs on Request, 

continuous/Real-time runs, instant runs
◆ Website, web tools/apps, iSWA and ROR archive

➔ Amazon Web Services (AWS) Infrastructure: 
EC2 (c5, m5, m5n, t2, HPC compute nodes: c6i.32xlg and m5n.24xlg), EFS, S3
Model on-boarding and development (CCMC/Model Dev shared environments)

● Onboarding: 10 parallel models, 8 serial models, and 2 web applications with collaborators
● CCMC development/deployment: Instant Run (IR) framework and dev website
● Performance benchmarks 

◆ CCMC-SRAG-M2M and CCMC-SWPC shared environments


